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1. Overall Description:

3GPP SA5 is finalizing the use cases and requirements addressing lifecycle management for mobile networks that include virtualized network functions. Multiple potential methods for providing initial configuration data (e.g. IP address of the managing EM) in VNF instantiation use cases have been identified and documented in clause 5.4.5 of draft TS 28.525 (see the content of clause 5.4.5 based on contributions agreed at SA5#111bis in Annex A). Some of these methods rely on functionalities provided by the VNFM, while others may be considered independent from the ETSI NFV defined MANO functional blocks:
Method described in clause 5.4.5.2 relies on re-use of multi-vendor plug-and-play connection to the network standardized by 3GPP SA5 for automated connection of eNBs in 3GPP TSs 32.501, 32.508 and 32.509. Wide availability of the underlying protocols (DHCP and DNS) and no dependency on manual configuration, make the re-use of this method for mobile networks that include virtualized network functions very attractive. Potential for future LCM WI scope extension from CN to RAN (based on the results of ongoing study) could enable Operator to manage virtualized and non-virtualized nodes (eNBs) in a similar way.

Method described in clause 5.4.5.3.2 relies on availability of a mapping mechanism (VNFM maps additional parameter of instantiation into VNF configuration data) that is out of scope of 3GPP SA5 and is currently not standardized by ETSI NFV.

A generalized (incorporating methods of all Use Cases in clause 5.4.5 of draft TS 28.525) procedure for providing IP address of the managing EM in VNF instantiation has been documented in clause 4.2.2.3 of draft TS 28.526 (see the content of clause 4.2.2.3 based on contributions agreed at SA5#111bis in Annex B).

2. Actions:

To ETSI ISG NFV group.

ACTION: 
3GPP SA5 asks ETSI NFV ISG group to take the identified methods for providing managing EM IP address in instantiations of 3GPP virtualized network functions into account.
For the method described in clause 5.4.5.3.2 of draft TS 28.525, 3GPP SA5 would like to know if ETSI NFV ISG has plans for standardizing the mapping of the additional parameters of instantiation into VNF configuration data.
3. Date of Next TSG-SA WG5 Meetings:

SA5#112
27-31 March 2017
Guilin, China

SA5#113
8-12 May 2017
West Palm Beach, US

Annex A. Content of clause 5.4.5 in draft TS 28.525 implementing changes agreed at SA5#111bis:

5.4.5
Providing initial configuration data in VNF instantiation use cases

5.4.5.1
Introduction

There are several possibilities with regards to providing the initial configuration data (e.g. IP address of the managing EM) to the VNF in instantiation use cases. Some of the possibilities (those described in clauses 5.4.5.3.1 and 5.4.5.3.2) rely on functionalities provided by the VNFM while others (described in clause 5.4.5.2) may be considered independent from the ETSI NFV defined functional blocks.
5.4.5.2
Managing EM IP address provided to instantiated VNF using MVPNP

	Use Case
	Evolution/Specification
	<<Uses>>
Related use

	Goal 
	Enable connection of newly instantiated VNF to the managing Element Manager 
	

	Actors and Roles
	VNF
	

	Telecom resources
	IP networks: Non-Secure Operator Network, External Network, and its elements like DHCP server optionally DNS, CA/RA servers, Security Gateway(s) (each protecting one or more Secure Operator Networks);

Secure Operator Network and its elements such as DHCP server, DNS server, Element Manager(s)
	

	Assumptions
	The vendor of 3GPP NE implemented as a VNF prefers to utilize the MVPnP standardized mechanisms for VNF connection to the Element Manager.
There may be one or more IP Autoconfiguration Services like DHCP and Router Advertisements and zero or more DNS servers.
	

	Pre-conditions
	IP connectivity exists between the involved telecom resources. 

The involved telecom resources are functional.

The relevant information is stored and available:

-
Vendor Certificate at the VNF

-
Operator Certificate at the CA/RA (in case VNF connects to operator secure network via SeGW)

-
For the External Network or Non-Secure Operator Network (in case VNF connects to operator secure network via SeGW):

-
(Outer) IP autoconfiguration information at the IP Autoconfiguration Service

-
FQDN of the initial OAM SeGW at the VNF
and/or
FQDN or IP address of the initial OAM SeGW at the IP Autoconfiguration Service

-
FQDN of the CA/RA servers at the VNF 
and/or
FQDN or IP address of the CA/RA servers at the IP Autoconfiguration Service

-
If FQDNs need to be resolved, corresponding IP address(es) at the DNS server(s)

-
For the Secure Operator Network:

-
(Inner) IP autoconfiguration information at the IP Autoconfiguration Service or at the initial OAM SeGW

-
FQDN or IP address of the initial EMS at the VNF and/or DHCP Server of the Secure Operator Network.

-
If FQDNs need to be resolved, corresponding IP address(es) at the DNS server(s)

-
Configuration and software for the VNF at the EM(s)
	

	Begins when 
	VNFM instantiates a new VNF instance implementing 3GPP NE
	

	Step 1 (M)
	If a VLAN ID is available, the VNF uses it. Otherwise the VNF uses the native VLAN where PnP traffic is sent and received untagged
	

	Step 2 (M)
	The VNF acquires its IP address through stateful or stateless IP autoconfiguration. This may provide 0 or more DNS server addresses.
	

	Step 3 (M)
	The VNF acquires the IP address of the CA/RA server. The FQDN of the CA/RA server may be pre-configured in the VNF or the FQDN or IP address of the CA/RA server may be provided by the IP Autoconfiguration Service. FQDNs are resolved through the DNS if necessary. Information provided by the IP Autoconfiguration Services shall supersede those pre-configured at the VNF.
	

	Step 4 (M)
	The VNF performs Certificate Enrolment.
	

	Step 5 (M)
	The VNF acquires the IP address of the OAM SeGW. The FQDN of the OAM SeGW may be pre-configured in the VNF or the FQDN or the IP address of the OAM SeGW may be provided by the IP Autoconfiguration Service. FQDNs are resolved through the DNS if necessary.
	

	Step 6 (M)
	The VNF establishes a secure connection (tunnel) to the Security Gateway given by Step 5.

The VNF receives its (inner) IP autoconfiguration information (which may be the same as the outer IP address obtained in step2) and optionally the address of one or more DNS servers within the Secure Operator Network from the Configuration Parameters of IKEv2 during tunnel establishment.
	

	Step 7 (M)
	The VNF acquires the IP address of the correct Element Manager by either, issuing a DHCP request including the VNF provider information, resolving FQDNs via DNS if necessary, or by having a pre-configured FQDN (including the VNF provider information) resolved via DNS.
	

	Step 8 (M)
	The VNF establishes a connection to the provided EM and acquires its configuration and software if any. 

The configuration may contain an address to another EM that this specific node shall use as EM.

The configuration may contain an address to another SeGW that should be used before connecting to the EM.

The VNF may then

- release the connection to the current EM and OAM SeGW and then restart (returning to step 1),

- release the connection to the current EM and OAM SeGW and then return to step 6,

- release the connection to the current EM and then repeat step 8, or

- continue with step 9.
	

	Step 9 (M)
	The VNF establishes necessary application (e.g. 3GPP signaling) layer connection(s) to the neighbor NEs using the transport (VLAN ID, IP addresses) and security parameters provided in step 8.
	

	Ends when
	Ends when all mandatory steps identified above are successfully completed or when an exception occurs.
	

	Exceptions
	One of the steps identified above fails.
	

	Post-conditions
	One or more secure connections exist between the VNF and the Element Manager. The 3GPP NE (VNF instance) is being managed by EM.

Via the connection to the Element Manager the VNF instance can receive further instructions to become operational and carry user traffic, e.g. the administrativeState is set to “unlocked”.
	

	Traceability
	REQ-NFV_LCM-CON-X
	


5.4.5.3
Managing EM IP address provided to instantiated VNF by VNFM

5.4.5.3.1
Managing EM IP address provided to VNFM by EM as VNF configuration data

	Use Case
	Evolution/Specification
	<<Uses>>
Related use

	Goal 
	Enable connection of newly instantiated VNF to the managing EM 
	

	Actors and Roles
	EM
	

	Telecom resources
	VNFM

VNF

Managing EM
	

	Assumptions
	The vendor of 3GPP NE implemented as a VNF prefers to utilize the ETSI NFV standardized mechanisms for initial VNF configuration.
	

	Pre-conditions
	The pre-conditions applicable to VNF instantiation requested by EM have been satisfied.
	

	Begins when 
	Operator decides to instantiate new VNF implementing 3GPP NE
	

	Step 1 (M)
	EM requests VNFM to create a new VNF identifier (according to [8] clause 7.2.2)
	

	Step 2 (M)
	VNFM creates a new VnfInfo object and returns the VNF instance identifier to the EM (according to [8] clause 7.2.2.4)
	

	Step 3 (M)
	EM provides the managing EM IP address to the VNFM as a parameter of modify VNF configuration operation (according to [8] clause 7.6.2) together with VNF instance identifier received in step 2
	

	Step 4 (M)
	VNFM updates the VnfInfo object with configuration data (managing EM IP address) received from EM and returns the operation result to EM (according to [8] clause 7.6.2.4)
	

	Step 5 (M)
	EM request VNFM to instantiate a new VNF and provides specific VNF instance identifier received in step 2 (according to [8] clause 7.2.3)
	

	Step 6 (M)
	VNFM initiates the VNF instantiation and returns the operation result to EM (according to [8] clause 7.2.3.4)
	

	Step 7 (M)
	VNFM provides the newly instantiated VNF with the managing EM IP address using set initial configuration operation (according to [8] clause 6.2.2, see note 1)
	

	Step 8 (O)
	If EM is subscribed to the VNF LCM notifications (according to [8] clause 7.3.2), VNFM notifies EM about the progress of VNF instantiation (according to [8] clause 7.3.3)
	

	Step 9 (M)
	Newly instantiated VNF connects to the managing EM
	

	Ends when
	Managing EM is able to manage the 3GPP NE (VNF instance)
	

	Exceptions
	One of the steps identified above fails.
	

	Post-conditions
	The 3GPP NE (VNF instance) is being managed by EM
	

	Traceability
	
	

	NOTE 1: Step depends on the  VNF behaviour that is outside of scope of 3GPP.


5.4.5.3.2
Managing EM IP address provided to VNFM by EM as VNF instantiation parameter

	Use Case
	Evolution/Specification
	<<Uses>>
Related use

	Goal 
	Enable connection of newly instantiated VNF to the managing EM 
	

	Actors and Roles
	EM
	

	Telecom resources
	VNFM

VNF

Managing EM
	

	Assumptions
	The vendor of 3GPP NE implemented as a VNF prefers to utilize the ETSI NFV standardized mechanisms for initial VNF configuration.
	

	Pre-conditions
	The pre-conditions applicable to VNF instantiation requested by EM have been satisfied.
	

	Begins when 
	Operator decides to instantiate new VNF implementing 3GPP NE
	

	Step 1 (M)
	EM requests VNFM to create a new VNF identifier (according to [8] clause 7.2.2)
	

	Step 2 (M)
	VNFM creates a new VnfInfo object and returns the VNF instance identifier to the EM (according to [8] clause 7.2.2.4)
	

	Step 3 (M)
	EM request VNFM to instantiate a new VNF and provides specific VNF instance identifier received in step 2 and provides the managing EM IP address to the VNFM as additional paremeter of instantiation (according to [8] clause 7.2.3)
	

	Step 4 (M)
	VNFM maps the managing EM IP address value received as additional parameter of instantiation to the VNF configuration data (see note 1).
	

	Step 5 (M)
	VNFM updates the VnfInfo object with configuration data (managing EM IP address) received from EM, initiates the VNF instantiation and returns the operation result to EM (according to [8] clause 7.2.3.4)
	

	Step 6 (M)
	VNFM provides the newly instantiated VNF with the managing EM IP address using set initial configuration operation (according to [8] clause 6.2.2, see note 2)
	

	Step 7 (O)
	If EM is subscribed to the VNF LCM notifications (according to [8] clause 7.3.2), VNFM notifies EM about the progress of VNF instantiation (according to [8] clause 7.3.3)
	

	Step 8 (M)
	Newly instantiated VNF connects to the managing EM
	

	Ends when
	Managing EM is able to manage the 3GPP NE (VNF instance)
	

	Exceptions
	One of the steps identified above fails.
	

	Post-conditions
	The 3GPP NE (VNF instance) is being managed by EM
	

	Traceability
	
	

	NOTE 1: The mechanism for mapping additional parameter of instantiation into VNF configuration data is out of scope of 3GPP.

	NOTE 2: Step depends on the VNF behaviour that is outside of scope of 3GPP.


Annex B. Content of clause 4.2.2.3 of draft TS 28.526 implementing changes agreed at SA5#111bis:

4.2.2.3
Provide IP address of the managing EM in VNF instantiation

Figure 4.2.2.3-1 depicts a procedure of providing the IP address of the managing EM to the VNF in instantiation. The figure uses UML notation to show multiple options available. 

1.
EM sends CreateVnfIdentifierRequest with parameters vnfdId, and optionally vnfInstanceName and vnfInstanceDescription to VNFM (see clause 7.2.2 [4]).

2.
VNFM creates a new VnfInfo object

3.
VNFM sends CreateVnfIdentifierResponse with the new VNF identifier to EM (see clause 7.2.2 [4]).
If the Multi-vendor Plug and Play connection to the network method is not used and managing EM IP address is provided as VNF configuration data, the steps 4.1.1 through 4.1.4 are executed.

4.1.1.
EM sends ModifyVnfConfigurationRequest with parameters vnfInstanceId, vnfConfigurationData, extVirtualLink and vnfcConfigurationData to VNFM (see clause 7.6.2 [4]). The managing EM IP address value used in parameter vnfConfigurationData.

4.1.2.
VNFM sets the vnfConfigurationData in the vnfInfo object.

4.1.3.
VNFM sends ModifyVnfConfigurationResponse to EM (see clause 7.6.2 [4]).

4.1.4.
EM sends InstantiateVnfRequest with parameters vnfInstanceId, flavourId, instantiationLevelId, extVirtualLink, extManagedVirtualLink, localizationLanguage and additionalParam to VNFM (see clause 7.2.3 [4]).
Note: The extVirtualLink may be known to the EM (e.g. provided by another entity).
If the Multi-vendor Plug and Play connection to the network method is not used and managing EM IP address is provided as additional parameter for instantiation, the steps 4.2.1 through 4.2.3 are executed.

4.2.1.
EM sends InstantiateVnfRequest with parameters vnfInstanceId, flavourId, instantiationLevelId, extVirtualLink, extManagedVirtualLink, localizationLanguage and additionalParam to VNFM (see clause 7.2.3 [4]). The managing EM IP address value used in parameter additionalParam.

4.2.2.
VNFM maps the managing EM IP address value received in parameter additionalParam of InstantiateVnfRequest to vnfConfigurationData (see Note 1).
NOTE 1: the specific mechanism for this mapping (e.g. vendor specific LCM script or specific VNFM) is out of scope of 3GPP

4.2.3.
VNFM sets the vnfConfigurationData in the vnfInfo object.
If the Multi-vendor Plug and Play connection to the network method is used to provide the managing EM IP address to VNF, step 4.3.1 is executed.

4.3.1.
EM sends InstantiateVnfRequest with parameters vnfInstanceId, flavourId, instantiationLevelId, extVirtualLink, extManagedVirtualLink, localizationLanguage and additionalParam to VNFM (see clause 7.2.3 [4]).

5.
VNFM initiates the VNF instantiation process.

6.
VNFM sends InstantiateVnfResponse with the new lifecycleOperationOccurrenceId to EM (see clause 7.2.3 [4]).

7.
VNFM sends SetInitialConfigurationRequest with parameters vnfInstanceId, vnfConfigurationData and vnfcConfigurationData to VNF (see clause 6.2.2 [4]).

8.
VNF sends SetInitialConfigurationResponse with parameters vnfConfigurationData and vnfcConfigurationData to VNFM (see clause 6.2.2 [4]).

9. If Multi-vendor Plug and Play connection to the network method is used to provide the managing EM IP address to VNF, VNF performs the EM discovery (see "Establishing connection to Element Manager" procedure in clause 5.5 of TS 32.508 [x]).

10.
VNF connects to the managing EM.

11.
"Normal" NE management by the EM over Type-1 interface (e.g. s/w update, configuration) begins.
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Figure 4.2.2.3-1: Provide IP address of the managing EM in VNF instantiation procedure

